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Abstract—Deep Learning (DL) systems have been widely
adopted across various industrial domains such as autonomous
driving and intelligent healthcare. As with traditional software,
DL systems also need to constantly evolve to meet ever-changing
user requirements. However, ensuring the quality of these contin-
uously evolving systems presents significant challenges, especially
in the context of testing. Understanding how industry developers
address these challenges and what extra obstacles they are
facing could provide valuable insights for further safeguarding
the quality of DL systems. To reach this goal, we conducted
semi-structured interviews with 22 DL developers from diverse
domains and backgrounds. More specifically, our study focuses
on exploring the challenges developers encounter in testing
evolving DL systems, the practical solutions they employ, and
their expectations for extra support. Our results highlight the
difficulties in testing evolving DL systems (e.g., regression faults,
online-offline differences, and test data collection) and identify
the best practices for DL developers to address these challenges.
Additionally, we pinpoint potential future research directions to
enhance testing effectiveness in evolving DL systems.

Index Terms—Deep Learning, Software Evolution, Testing,
Interview Study

I. INTRODUCTION

Deep Learning (DL) systems have been widely integrated
into products of different sectors, such as autonomous ve-
hicles [1], medical diagnostics [2] and software engineer-
ing [3]–[5]. Like traditional software, DL systems also need
to continuously evolve to adapt to new requirements and ever-
growing demands of users. For example, during the COVID-19
pandemic, Apple updated Face ID, a built-in facial recognition
system, which enables users to unlock devices and authenticate
purchases while wearing masks, bringing huge convenience to
users [6]. However, the evolution of DL systems sometimes
may also pose challenges or side effects. For example, the
chatbot of the parcel delivery firm DPD was found to swear
at users after an update in January 2024, leading to substantial

† Corresponding Author.

reputation damage [7]. Similarly, ChatGPT has faced criticism
from users for providing incorrect or overly simplified answers
after updates, resulting in accusations of it becoming “dumber”
and “lazier”. This has significantly impacted user experience
and dented user confidence in OpenAI [8]. These cases un-
derscore the potential risks associated with the evolution of
DL systems. Therefore, it is particularly important to conduct
rigorous testing during the system evolution.

The academic community has conducted extensive research
on DL testing and various approaches have been proposed to
reveal bugs of DL systems, such as test case generation [9],
[10] and mutation testing [11], [12]. However, these studies
often focus on testing a specific version of the DL system,
neglecting its evolving nature, which encompasses continuous
development, refinement, and enhancement over time. In prac-
tice, many aspects of DL systems may change along with the
system evolution, such as training data or model structure. The
complexity of these systems also increases, making it more
challenging to effectively test the entire system [13]. Currently,
there remains a notable gap in the knowledge of testing
evolving DL systems. Understanding the difficulties faced
by developers and the strategies they adopt to handle these
difficulties can provide valuable insights for further improving
the effectiveness of the testing process in DL systems.

In this study, we interviewed 22 DL system developers from
different companies in different sectors and countries, aiming
to explore various aspects of testing evolving DL systems,
including 1) the specific challenges they face, 2) the effective
solutions they adopt to address these challenges, and 3) what
kind of additional support they yearn for. Our results lead
to six different types of obstacles developers face (e.g., high
costs for test case collection/annotation), 19 best practices
for addressing these challenges (e.g., adopting large language
models to assist in data labeling), and 16 types of concrete
support developers would like to have (e.g., tools that can
effectively detect errors in annotated data).



The main contributions of our paper are as follows.
• By consulting experts in the field, we summarize the

challenges encountered in testing evolving DL systems.
• We extract the best practices of current DL system de-

velopers in testing evolving DL systems. These strategies
serve as invaluable references for the industry, offering
concrete guidelines and actionable insights that can ben-
efit other DL developers in their endeavors.

• We highlight developers’ expectations for extra support
in their testing activities, indicating future research direc-
tions and potential collaboration opportunities.

The remainder of this paper is organized as follows. In
Section II, we discuss the background of DL system evolution
and provide an overview of related work pertaining to the
development, evolution, and testing of DL systems. In Sec-
tion III, we elaborate on the methodology, detailing the process
of conducting the interviews and analyzing the collected
data. Section IV presents our key findings. Subsequently,
Section V discusses the implications and offers suggestions for
both researchers and DL developers. Furthermore, Section VI
addresses the limitations that apply to our study. Finally,
Section VII concludes the paper.

II. BACKGROUND AND RELATED WORK

A. Deep Learning Software Development

A typical model training process for a DL system contains
the following steps [14]: First, developers collect the relevant
training dataset, tailored to the specific requirements of the
task at hand. Subsequently, they craft a program, which
encapsulates stages including data preprocessing, algorithm
selection, training mode configuration, and model architecture
design. By executing this program and iteratively training the
model with the dataset, the DL model progressively learns
and optimizes its internal parameters, known as weights, until
it meets the predetermined stopping criteria. In summary, the
primary components of the DL system can be conceptually
construed as the training dataset, the training program, and
the model weights acquired from the training process.

Given the increasingly important role of DL software, re-
searchers have conducted studies to investigate the challenges
when developing DL systems. Hill et al. [15] studied the
challenges faced by machine learning (ML) system developers
through interviews and pointed out the unique challenge of
establishing a repeatable process. Zhang et al. [16] surveyed
195 practitioners to understand the difficulties encountered by
DL system developers during different stages of the devel-
opment process, including resource management, requirement
analysis, design, implementation, testing & debugging, deploy-
ment, and maintenance. Amershi et al. [17] conducted in-depth
interviews with Microsoft’s internal ML system development
team to disclose high-level challenges encountered at each step
of the ML development lifecycle, especially, they identified
some unique challenges in ML systems, involving data man-
agement, model customization and reuse, as well as entangled
AI components. Zhang et al. [18] mined StackOverflow and

found the most prevalent questions faced by developers in
their programming processes include program crashes, model
migration, and implementation. They also identified five main
root causes of these questions which are worth further attention
of the research community.

B. Deep Learning Software Evolution

Like traditional software, DL systems also require contin-
uous evolution to optimize existing functionalities or meet
new requirements. Following the definition of software evo-
lution by Eijkelenboom [19], software evolution refers to the
cumulative effect of all changes made to a software system
throughout its entire lifecycle. In the context of DL systems,
evolution usually includes modifications at three levels: data,
program, and weights. At the data level, modifications may
involve updating the dataset (e.g., adding, deleting, or cleaning
data) [20] and refining the features (e.g., enriching, removing,
or replacing features) [21]. These changes are crucial for
enhancing its predictive capabilities or improving its perfor-
mance of new functionalities (e.g., new domains of data). At
the program level, modifications include processes such as
upgrading the model architecture (e.g., model updating [22] or
pruning [23]), adjusting the training paradigm or updating de-
pendent libraries and frameworks to their latest versions [24].
These changes are aimed at enhancing the model’s predictive
capabilities or reducing technical debt. Finally, at the weight
level, modifications typically involve direct manipulations of
the model’s weights to achieve performance improvement [25]
or defect fixing [26]. In practical scenarios, multiple aspects of
a DL system are often modified simultaneously (e.g., pruning
may affect both the model structures and the weights).

C. Deep Learning Software Testing

To ensure the quality and reliability of DL systems, many
studies have focused on how to test them. The statistical
nature of DL systems makes it challenging to conduct suf-
ficient testing [27]. DL system testing has been explored at
the program level [28], [29], model level [30], [31], and
library level [32], [33]. Several testing frameworks have been
proposed to uncover the vulnerabilities of DL systems. Xie et
al. [10] proposed DeepHunter, which uses neuron coverage to
guide the generation of test cases for neural networks. Sun et
al. [34] proposed DeepConcolic, which leverages the execution
of concrete inputs and symbolic analysis to synthesize new test
inputs. Wang et al. [35] proposed RobOT, automatically gener-
ating test cases to improve model robustness. Ma et al. [12] and
Humbatova et al. [36] proposed to design high-quality mutants
to improve mutation testing for DL systems. Ma et al. [37]
proposed DeepCT based on the insight of combinatorial testing
and built an LP-constraint-solving-based test generator. Tian
et al. [38] proposed DeepTest, utilizing metamorphic testing
to create synthetic test images representing realistic weather
or lighting conditions to trigger inaccurate behavior of self-
driving cars. Different from these works, which aim to test
the specific version of DL systems, we focus on investigating
how developers test the evolving DL systems in practice.



Some researchers have focused on the challenges of testing
DL systems. Riccio et al. [39] conducted a comprehensive
literature review to reveal the concerns regarding testing ML
systems, with a particular emphasis on crucial tasks such as
test case generation. Similarly, Tambon et al. [40] conducted
another literature review that not only analyzes testing as-
pects but also explores the challenges in model verification.
Marijan et al. [41] analyzed the limitations of current testing
approaches, with a focus on the absence of test oracles, large
input space, and high test effort for white box testing. While
these studies have presented an overview of challenges in DL
system testing, they focus more on academic issues and less on
the practical needs of the industry. Additionally, these studies
often fail to consider the critical context of testing the evolving
DL systems. This underpins the importance of our research,
which focuses on industry demands and aims to bridge the
gap between academia and industry.

III. METHODOLOGY

In this section, we describe our research questions, the
participant recruitment process, the interview design, and the
data analysis protocols.

A. Research Questions

To gain deeper insights on how developers can effectively
test deep learning systems as they constantly evolve, we
propose the following research questions.

• RQ1: What specific challenges do developers encounter
when testing evolving deep learning systems?

• RQ2: What solutions do developers employ to addressing
these challenges?

• RQ3: What kind of additional support do developers
need to facilitate their testing activities in evolving deep
learning systems?

B. Semi-Structured Interviews

Given the oversight in the existing literature regarding
testing evolving DL systems, we found it challenging to build
our study on a broad body of existing knowledge. Therefore,
we opted for semi-structured interviews, which offer great
flexibility to elicit unexpected insights [42], [43].

1) Interview Participant Recruitment: To recruit partici-
pants for this study, we used convenience sampling [44] by
reaching out to developers within our network via email and
other communication channels. Our selection criteria include
that 1) the participants must have at least three months of
experience in developing DL software, 2) the participants
need to be currently employed as part of a development team
for DL systems, and 3) since not all companies, especially
small companies, have specified DL systems testers. The
participants should have a reasonable understanding of the
testing process in their subjects. We sent a total of 77 invitation
letters, 55 of which were either ignored or outright rejected
due to privacy and confidentiality concerns. Ultimately, we
successfully recruited 22 participants from 21 companies,

working for varying industry sectors, and located in four
different countries.

The demographic information of the recruited participants
can be seen in Table I. Our interview participants are located in
China, Japan, the USA, and one other country the participant
preferred not to disclose. Participants possess a wide range of
work experience, ranging from 3 months to 12 years. Given
that DL is an emerging field, 12 of 22 participants have a
development experience of two to four years. However, we
made every effort to include senior developers and managed
to recruit six participants with more than five years of profes-
sional experience in DL software development. Moreover, our
participants work in different types of industry sectors, such
as Computer Vision (CV) and Natural Language Processing
(NLP), tackling a variety of tasks including autonomous driv-
ing and text summarizing. They also work with different types
of models, ranging from conventional DL models to Large
Language Models (LLMs). The diversity of our participants
in gender, location, experience, and job type could bring us
comprehensive insights into the questions we aim to answer.

2) Interview Process: In this interview study, our interview
questions are guided by our research questions, namely, we
focus on the challenges developers face, the solutions they
adopt to address the challenges, and the extra support they
need to better fulfill the testing requirements. To ensure that
our interview questions could lead to desired insights, we
conducted pilot interviews with three participants and refined
our interview questions. The three participants involved in the
pilot interviews were selected from the larger group of 22
interviewees. The list of the interview questions can be found
in our replication package [45], [46].

Currently, our department has not established an ethics
committee for Software Engineering research. To avoid ethical
issues, before the interviews, we asked the recruited developers
for their consent to participate in the interview and permission
to record the session. In addition, we carefully followed related
work [17], [43], [47], [48] and adopted several measures to
prevent ethical issues, i.e., using consent forms, anonymizing
data, and thoroughly explaining the goal/process/potential out-
come of our study to participants. We also informed them that
they had the right to withdraw from the interview at any time
and that their responses would be deleted.

Each interview spanned from 45 to 90 minutes. The inter-
views were conducted online since the participants are located
in different regions and countries. We used Tencent Meeting
to record each interview for initial transcription.

The first author thoroughly corrected the typos or inaccura-
cies found in the automated transcripts. Additionally, to uphold
the privacy of our participants, the first author anonymized
the transcripts and eradicated personal information, including
participant names, company names, and project details. In
some cases, we deliberately abstained from attributing specific
quotations, thereby preserving the anonymity of participants.



TABLE I: Details of Study Participants

Name Age Gender Experience Current Role Company Size* Domain Task Model

P1 20-29 Female 5.5 yrs DL Software Developer P CV Autonomous Driving DL Model
P2 20-29 Male 4 yrs Algorithm Engineer 5-10 CV Medical Imaging Segmentation DL Model
P3 20-29 Male 6 mths Project Manager ∼100 NLP Text Summarizing LLM
P4 20-29 Male 2 yrs Algorithm Engineer 3K+ NLP Machine Translation DL Model
P5 20-29 Male 2 yrs Algorithm Engineer 11K+ CV Warehouse logistics DL Model
P6 30-39 Male 5 yrs Database Algorithm Engineer ∼300 Tabular Data Database Query Prediction DL Model
P7 20-29 Female 2.5 yrs AI System Testers§ ∼10K+ CV Image Generation LLM
P8 20-29 Male 2 yrs Audio Algorithm Engineer ∼3K+ Audio Audio Recognition DL Model
P9 20-29 Male 2 yrs Algorithm Engineer ∼10K+ CV Medical Imaging Segmentation DL Model
P10 20-29 Male 1.5 yrs Algorithm Engineer ∼11K+ NLP Question Answering Robot DL Model
P11 40+ Male 12 yrs Tech Lead P Recommendation User Item Recommendation DL Model
P12 20-29 Male 2 yrs Algorithm Engineer ∼15K Recommendation Advertising Recommendation DL Model
P13 30-39 Male 10 yrs Senior Software Developer ∼700 Tabular Data Car Battery Monitoring DL Model
P14 30-39 Male 11 yrs CTO 400+ CV Defect Detection DL Model
P15 20-29 Male 3 yrs Algorithm Engineer ∼6K Recommendation User Item Recommendation DL Model
P16 20-29 Male 6 mths Testing Engineer§ ∼38K+ Code Test Case Generation LLM
P17 20-29 Female 3 mths AI System Testers§ ∼8K+ Recommendation User Item Recommendation DL Model
P18 20-29 Male 2 yrs LLM Algorithm Engineer ∼200 NLP Question Answering LLM
P19 20-29 Male 3 yrs Algorithm Engineer P Code Code Generation LLM
P20 20-29 Male 2 yrs Algorithm Engineer ∼100 NLP Text Summarizing LLM
P21 20-29 Female 2 yrs Staff Engineer ∼20 Tabular Data Intelligent Healthcare DL Model
P22 30-39 Male 10 yrs Tech Lead for Testing§ 300+ CV Autonomous Driving DL Model
* In the column of “Current Role”, § indicates that the interview participants are experienced DL testing experts.
* In the column of “Company Size”, P indicates that the interview participants chose not to disclose the number of employees due to privacy concerns.

C. Qualitative Data Analysis

We followed the coding guidelines established by Saldaña
[49] and utilized the computer-assisted qualitative data analy-
sis software Atlas.ti [50] to facilitate our coding process.
We performed inductive coding [51] at first and then per-
formed axial coding [52] to group the codes into hierarchical
themes. Following existing work [53], the modifications made
to the codebook were carefully documented. To ensure the
consistency of our categorization, two authors independently
coded the data and discussed it until a consensus was reached
on the categorization. To assess the extent of saturation in
our coding, following existing work [43], [54], we initially
sampled six interviews and set a stopping criterion of two
additional interviews with a saturation threshold of 95%.
Assuming now that we have coded n interviews, we examine
whether the codes extracted from these n interviews could
cover all codes extracted from n+2 interviews. If this is the
case, we consider that saturation has been achieved. Otherwise,
we code a new interview and check the saturation again. Given
this process, the minimum number of interviews that will
be conducted is eight. In total, we conducted 22 interviews,
although we found that saturation was achieved after coding
the 21st interview. We did continue to code the 22nd interview
in order to not waste the interview effort, although no new
codes emerged.

D. Data Availability

To protect the privacy of our participants, we are not
able to share the raw interview transcripts. However, the
consent letter, recruitment letter, interview questions, and the
final codebook exported from Altas.ti can be found in our
replication package [45], [46].

IV. RESULTS

A. Codebook

The final codebook consists of 102 codes, which are catego-
rized into six types of challenges (RQ1), five types of solutions
(RQ2), and five types of support needed (RQ3), as illustrated
in Fig. 1. The numbers in rectangles represent the number of
codes for each category, and the numbers in circles represent
the number of participants who provide specific insights.

B. RQ1: Challenges

Twenty-eight codes were extracted and categorized into
six types of challenges, including regression faults, well-
performing offline models failing online, difficulties in collect-
ing reliable test data, lack of mature approaches and metrics,
comprehending black box decision-making, and performance
preservation.

Regression faults. Facing regression faults is the most
common challenge faced by developers, mentioned by 16
developers. One common type of regression fault is related
to the metrics. This often occurs during system optimization,
when developers focus on improving certain metrics, other
metrics might unexpectedly degrade, as mentioned by P2:

“During an optimization of text summarization function
of our model, we collected new data for finetuning and
successfully improved the accuracy of text summarization from
more than 70% to more than 80%. However, subsequent
testing revealed that the correct matching rate between text
summaries and original paragraphs significantly decreased
from the original level to nearly 40%.”

The second type of regression fault concerns specific test
cases. After an update, the DL model might not be able to
correctly make predictions for some cases that it could handle
without issues previously. This is particularly problematic in
sensitive fields such as security, politics, or human healthcare:
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Fig. 1: The Findings Summarized from the Interview

“After the update, we have to ensure that all test cases in-
volving national laws are correctly predicted, as any omission
may lead to legal disputes.” -P8

Well-performing offline model failing online. The DL
model that passed offline testing may not perform well in
online applications. Specifically, P11 points out:

“The (online-offline) gap may come from data collection
methods, differences in data update frequency, or mismatches
in timestamps. For recommendation systems, especially during
specific periods such as seasonal changes, this online-offline
difference is particularly significant.”

P11 further explained this issue with the example of
COVID-19. The recommendation system well tested offline
did not perform as expected due to dramatic changes in user
behaviors and social interaction patterns during the pandemic.

Difficulties in collecting reliable test data. As DL systems
continue to evolve, many enterprises opt to establish annota-
tion teams to continuously label new test cases, safeguarding
the model performance. However, the process of collecting
and labeling these test cases is costly, as commented by P3:

“We once recruited an annotation team to label the summa-
rization of articles, with each article costing upwards of 200-
300 RMB (approximately equivalent to 27 to 41 USD). Though
expensive, the labeling quality is not always satisfying.”

Another issue in obtaining reliable test data is the subjec-
tivity of labeling test cases:

“As for the AI-generated images, whether they look good
or not is really up to each person’s taste. Different users will
label them different scores because it’s so subjective.” - P7

Even if all these issues are resolved, there is a still major
obstacle to hinder developers in their efforts to collect a
large amount data conveniently and rapidly, which is privacy
concerns. For example, for collecting test cases, P21 shares:

“In the medical domain, for tasks such as predicting patient
survival time, obtaining test cases is really hard. Part of the
problem is that patient information is sensitive, so we have
to be careful with privacy. In Japan, they’ve got really strict
rules about protecting patients’ privacy, which makes it really
hard for hospitals to share data with each other. And when
we need to collect more data from other hospitals for testing,
well, let’s just say it’s really hard.”

Sometimes, when there are data available, it is pre-
processed, making it difficult to label, as mentioned by P17:

“(In QR code recognition), the images are related to
privacy. We can’t directly see the images but only get the
embedding, which makes it nearly impossible to label.”

Lack of mature approaches and metrics. Some developers
complain that although academia is constantly proposing DL
testing approaches and metrics, these methods may not be
applicable in real industrial scenarios:

“For (mechanical parts) defect detection tasks, the scenario
is complex, with numerous elements present in the images to
be recognized. In addition, defects can appear on objects of
different materials and shapes, making it difficult for existing
testing methods to cover possible scenarios and accurately
assess performance in these scenarios. While using LLM to
generate images for testing may be useful, it risks introducing
new biases into the testing results. - P14

Moreover, developers often do not know what approaches
they can use to test DL systems, as mentioned by P7:

“In traditional software, we have regression testing. For
DL systems, we don’t know any mature and widely-used
approaches to effectively test them after model evolution.”

The lack of intuitive testing criteria also poses issues, as
suggested by P8:



“I know testing criteria like neuron coverage, but we never
use it in our testing process. We cannot understand the direct
correlation between a neuron’s activation state and specific
words or semantics in our application scenarios. We don’t
know what it means to cover a neuron.”

Comprehending black box decision making. DL sys-
tems typically comprise a large number of parameters in-
terconnected through complicated computations, making it
challenging to directly analyze their internal decision-making
processes. Therefore, developers and testers often resort to
end-to-end black-box testing approaches, as mentioned by
P13:

“Traditional software usually has clear logic and is easier
to interpret. When we get the test report, it’s easier to trace the
exact lines of code causing the bugs. But a DL model is like
a black box; it’s really hard to understand what’s happening
inside, and there are so many things that can lead to buggy
performance, like the training process, the model design, and
the quality of training data. That makes it really tough to figure
out how to debug just by looking at the test results.”

The issue intensifies when the model comparison is needed:
“It’s difficult to compare and explain the differences be-

tween the decision-making logic of different models, let alone
measuring the changes during model evolution.” - P10

Performance preservation. Sometimes, conducting fea-
ture evolution (e.g., adding or deleting features) or updating
model structures (e.g., increasing the number of layers) can
significantly impact the performance, such as inference time
and memory usage. However, developers often pay more
attention to the performance related to functional requirements
(e.g., prediction accuracy), neglecting the performance of non-
functional requirements (e.g., time needed for prediction):

“They (hospital medical staff) need our system to quickly
provide (bone age) prediction results in their daily work,
especially when using devices with limited computation capa-
bilities. If the model’s performance decreases after updating
the structure, medical staff may have to wait too long and
complain to us.” - P2

C. RQ2: Solutions

The solutions, consisting of 19 pieces of advice summarized
from 41 codes, aim to address five types of challenges.

Mitigating regression faults. Regression faults frequently
occur in industrial applications. To prevent such faults, de-
velopers have proposed various approaches, which can be
categorized into three stages: Pre, In, and Post Evolution.

In the pre-evolution stage, some developers propose priori-
tizing functions based on their importance according to the re-
quirements and setting acceptable thresholds for performance
degradation for unimportant ones:

“In autonomous driving, we think that common scenarios
related to vehicle recognition and traffic are more critical,
while a certain degree of decline in the recognition accuracy
of secondary elements, such as trees and streetlights, is
acceptable.” - P22

During the evolution process, developers employ methods
such as continual learning to assist training and closely moni-
tor the current model’s performance during training to decide
whether it is time to stop:

“We conduct tests during the training of a new model. We
monitor details like the convergence rate every 100 epochs
and compare it with the performance of the previous (version
of the) model at the same epoch to check if the performance of
the monitored metrics is degrading. Then, we decide whether
to continue with the training.” - P8

In the post-evolution stages, developers have recommended
conducting thorough regression testing on DL systems:

“After each model update, we evaluate its effectiveness on
existing test sets. If critical functions deteriorate beyond our
acceptance threshold, we will roll back to the previous version
of the model.” - P18

Given the high cost of training, some developers use
debugging to eliminate regression faults:

“We really try hard to find the root causes of those re-
gression faults, but it’s tough sometimes. If we can’t directly
find them, we may analyze which functions’ performance is
not good enough and add relevant data to alleviate the issue,
even though it might lead to overfitting.” - P8

Exploring other compensating approaches is another way
to alleviate regression faults, and one such example is
decoupling and integrating old and new models:

“After an update, our text summarization model struggled
to balance the performance for short and long texts. We finally
decoupled the model into two independent ones. We used
different models and prompts for short and long user inputs,
respectively, to effectively resolve the issue.” - P3

Bridging online and offline testing. During our interviews,
developers have proposed several strategies for bridging online
and offline testing, which encompass three key approaches:
1) A/B Testing; 2) Updating Offline Test Cases; and 3)
Supervision.

Regarding how to conduct A/B Testing, P15 outlines their
comprehensive process:

“For our recommendation models, after passing offline
testing, we deploy them online with a small fraction of user
traffic (around 0.25% or less). Once we confirm that the
model’s overall performance metrics are satisfactory online,
we gradually increase the traffic allocation to the new version
of the model, typically in increments of 0.25%, 0.5%, 1%,
5%, 10%, 20%, 50%, and ultimately 100%. Throughout this
process, if at any stage the model is unable to make correct
recommendations, we immediately roll back to the original
model. After the new model has fully replaced the old one
and consistently demonstrates stable performance over time,
we designate it as the default model. This entire process is
referred to as solidification.”

In addition to the above testing approaches, it is crucial to
assess the similarity in distribution between offline and online
test cases and update offline test cases when needed. This pre-
vents discrepancies between offline and online performance:



“We employ a test case lifecycle strategy. We record the
timestamp of each test case and set a retention threshold. When
the model is updated, test cases whose saving time exceeds this
retention threshold are removed. By leveraging this threshold,
we ensure a balance between using new test cases and
retaining certain older test cases, thereby maintaining the
comprehensiveness and representativeness of our testing. For
database-related tasks, our typical retention threshold ranges
from 3 to 6 months.” - P6

P15 adds insights on which tests to update:
“For recommendation tasks, we generally prefer the latest

test cases. However, we must also consider special days such
as Singles’ Day and Black Friday (shopping carnivals), when
there’s a surge in purchases. During those times, we reuse test
cases from the exact same period last year for testing.”

Lastly, a robust online performance monitoring mechanism
is essential to prevent data and concept drift:

“We continuously monitor the model’s performance on data,
tracking metrics like the average and variance of certain
values, and conducting counterfactual evaluations for early
warning. This helps us to decide whether to update the model
or test cases.” - P11

Improving testing effectiveness. Developers are seeking
to further enhance testing efficacy to ensure the quality of DL
systems throughout their continuous evolution. P15 illustrated
how they applied differential testing in model building:

“We initiate testing during the model-building process. For
example, even for the same model structure, we use different
libraries and languages, or we just put it on different devices,
such as CPUs and GPUs, to construct a model with an
identical structure and then employ differential testing to check
whether the training results of these two models are similar.”

P19 shared their experience in terms of acceptance testing:
“We conduct Alpha, Beta, and Gamma testing. Firstly,

Alpha testing is the self-validation stage to ensure the model’s
basic functions and performance meet expectations. Beta
testing focuses on a deeper validation of the model’s core
functionalities to ensure they meet requirements. Lastly, during
Gamma testing, in addition to continuing to test core function-
alities, we introduce monkey testing to simulate users’ random
and unusual queries, comprehensively assessing the model’s
responsiveness and stability.”

P14 shared some tips on model selection:
“We provide testers with several models that we believe

perform well. They may need to select test cases to differentiate
their performance and select the best one for deployment.”

Given that high scores on some testing metrics do not mean
good performance, especially in NLP domains, multiple devel-
opers incorporate feedback from users as the gold standard:

“For summarization tasks, if errors occur in the first few
sentences, users will lose trust in the subsequent detailed
summaries. No metric can surpass user feedback, and we need
to regularly conduct user surveys.” - P3

Reducing test case collecting and labeling cost. Test-
ing of DL systems often requires a large amount of test
data, but the cost of collecting and labeling is high. To

reduce the cost of labeling, P14 shared their experience in
using LLMs to assist labeling:

“We originally relied on manual labeling, but now we are
trying to use LLM to assist in labeling, as well as double-
checking the labeling results.”

The benefit of LLMs is not limited to assisting labeling,
developers can use LLMs to generate test cases:

“If there is a real lack of test cases, LLM can be used to
generate some test cases to initiate the training and testing of
this project. After collecting real data provided by users, the
test cases and model can be updated.” - P5

P6, instead, focused on prioritizing test cases for labeling:
“For our task, correctly identifying slow queries with opti-

mization potential is more meaningful. So, test cases are easier
to wrongly predict as the slow queries are more important to
us. We consider using prioritization strategies and fingerprint
matching techniques to find these test cases for labeling.”

Given the limited labeling resources, reusing bad cases
could be an effective way to save the effort:

“We have established a bad case library to store and
manage representative fault-triggering cases encountered pre-
viously. These cases are classified by tags to help us quickly
find cases related to specific faults to improve the model
performance accordingly. For example, in our tasks (animal
imaging generation), we will collect all errors related to ears
and label them with ear-related tags. After each model update,
we will reuse these bad cases to test the new model to see if
its performance has been optimized or deteriorated.” - P7

Preventing performance drop. Developers believe that
during the model evolution, it is necessary to pay close
attention to non-functional requirements, such as inference
time and memory usage. To this end, developers stress the
importance of performance testing after evolution:

“After updating features and model structures, we conduct
performance testing. We send requests to the model to check
that the response time of both the coarse-grained and fine-
grained recommendation models does not exceed the preset
millisecond threshold. In addition, we also conduct stress
testing to simulate user traffic peak scenarios to ensure that
the QPS of the model does not decrease by more than 5%, in
order to maintain service stability.” - P15

P15 further indicated that for feature evolution, they prefer
to replace old features with new ones to maintain the relative
stability of the total number of features. This can prevent per-
formance degradation caused by changes in model structure.

D. RQ3: Support

In terms of support developers needed to improve their
testing activities, we extracted 16 actionable items from 33
codes, which were classified into five different categories.

Support for automated DL system debugging. The most
frequently mentioned support needed is automated debugging
tools. Specifically, 12 of the 22 participants expressed that their
current test results are insufficient for effectively identifying
and fixing regression faults in DL systems. They urgently need
tools that can accurately locate the faults:



“Our debugging process relies heavily on experience,
and test reports are not very helpful. For instance, after an
update, we noticed that the model was incorrectly outputting
German verbs in lowercase when they should be capitalized.
We suspected that the root cause might be that the developers
accidentally lowered all letters of verbs in new data, causing
a conflict with the original training data. While this was a
straightforward case to debug, sometimes when the model
outputs strange words, we can’t even guess which stage
introduced the bug. The sources of errors can be numerous,
including the data, hyperparameters, and the training process.
[. . . ] Compared with bugs in the code, faults from training
data are hard to debug. There are too many samples to check.
We desperately need a tool.” - P8

P7 instead focused on the identification of fault types:
“For our tasks, like animal image generation, we need a

tool to precisely identify the type of fault, such as whether
it’s an issue with the ears, color, or the number of legs in the
generated images. Identifying the specific defect for each test
case would significantly enhance our ability to find the root
cause and debug the model.”

While there are already some debugging tools for DL
systems documented in the literature, the industry has been
hesitant to adopt them in practice. Many developers express
concerns about their effectiveness in real-world industrial
scenarios. P7 raised her concerns that using these tools might
introduce new problems, such as overfitting the current training
set, which could be counterproductive. That is, developing
tools is one thing, and how to gain trust from developers in
using these tools is another story.

Support for improving the usability of DL testing tools.
Some developers believe that the existing DL testing tools
suffer from low usability, which is mainly reflected in the
following two aspects:

First, these tools have a steep learning curve. Many testing
approaches rely on white-box information to improve testing
effectiveness. Unlike traditional software, whose white-box
information is mainly source code, the white-box information
of DL systems is usually tensors with complicated semantics.
Therefore, enhancing the visualization and interpretability of
this information can improve the ease of use of the tools, as
suggested by P21 who worked in a cross-disciplinary field of
medical care and AI:

“It is very difficult for me and my colleagues to understand
the specific meaning of each tensor, and the learning curve for
using these tools is really steep. I would appreciate it if they
(tool developers) could show me what these tensors mean.”

Second, the lack of comprehensive documentation and logs
undermines the usability of these tools. Many developers of
testing tools and DL systems do not pay attention to providing
documentation and logs, which increases the learning cost for
end users and testers:

“The quality of existing tool documentation varies greatly,
and it is difficult to configure tools based on these unclear
documents and apply them to our models.” - P4

Support for improving testing effectiveness. The de-
velopers also emphasize that they need more effective ap-
proaches to test DL systems during the evolution pro-
cess. Some developers believe that there is a need for
more efficient testing methods to detect regression bugs.

“If, after model evolution, we can effectively determine
whether critical functionalities have introduced regression
faults, it would enhance our testing effectiveness, although
I’m not sure if it’s easy to achieve that.” - P14

While this is indeed a challenging problem, new approaches
like LLM-based test case generation techniques might help to
reveal fault like regression faults in a shorter time period. In
reality, DL systems can be quite complex, and some tasks
might require not just one but multiple models to complete.
Relying solely on end-to-end black-box testing is ineffective.
In this case, unit tests for individual models would come in
handy:

“Currently, many tasks rely on a series of models working
in concert. As such, we may not only need end-to-end testing
but also unit tests for each model to guarantee the testing
effectiveness.” - P10

Another issue is that the amount of test cases is huge, and
there is not enough time to run all the tests. Therefore, they
would expect approaches for test case selection:

“In our ad recommendation task, we have a large number of
test cases, reaching billions or even trillions. Running tests for
our DL system might be quicker than for traditional software,
but with all these test cases, it still adds up to a lot of time.
Therefore, we need to either select a subset of test cases to run
or find some way to estimate model performance with fewer
predictions.” - P15

Moreover, existing metrics, testing approaches, and bench-
marks are scattered across multiple platforms. Despite efforts
by some platforms to integrate these resources, they struggle
to keep them updated in a timely manner. P4 envisions a more
integrated LLM testing platform:

“All metrics and testing methods are proposed by different
institutions and papers. We expect an LLM testing platform or
tool that can integrate multiple benchmarks and metrics.”

Support for facilitating data labeling. According to our
interviews, a significant amount of time was dedicated to
collecting and labeling test cases. P13 emphasizes the need
for automated labeling tool:

“We need more automated or assisted labeling tools to
support domain experts, especially when dealing with niche
data domains. This would enhance labeling efficiency and ease
the burden on experts.”

Other developers have different opinions on how to handle
to time-consuming labeling process. For example, P3 envisions
a dedicated labeling team to help with this task:

“Enterprises should try to establish a labeling team to
continuously provide data during the evolution process, if
possible because high-quality data is very important for DL
training and testing.”

However, P20 focuses more on a data sharing platform:



‘All departments involved in model training should share
their high-quality data on a public platform within the enter-
prise to build a general dataset so that all other departments
to select the data they need for testing from it.”

Furthermore, P17 stresses the necessity of better strategies
for prioritizing the test case labeling:

“If our goal is to detect more bugs in DL systems, we may
need test prioritization and selection strategies. By labeling the
test cases which are more likely to trigger faulty behaviors,
such as those triggering regression faults, being closely related
to critical functions, or capable of inducing specific defect
types, we can more efficiently allocate resources and improve
testing efficiency.”

In practice, not all labeled data possess high quality. Five
developers expressed their concerns about the quality of test
cases, believing that it would directly affect the accurate
evaluation of model effectiveness. P17 expects a tool to
eliminate labeling errors:

“Even with manual annotation of data, it is easy to intro-
duce labeling errors. Therefore, if there were tools to assist
us in eliminating such errors, including incorrect labeling and
bias in test data, it would be extremely beneficial.”

P8 further elaborates on a potential problem in the current
annotation process and longs for a better labeling process:

“The current annotation process often relies on tools to
provide suggested labels first, and then the annotators check
and provide final annotations. However, some of these tools
have design issues that can trick annotators into making
specific types of errors. Therefore, annotators should be
cautious when using these tools and should not rely solely
on their suggestions. At the same time, we urgently need
to establish a better process for evaluating the correctness
of annotations, and develop tools that can effectively detect
errors in annotated data, to ensure the quality of test data.”

Support for code and data management. 10 devel-
opers mentioned that they need tools for code, data, and
test management for DL systems. Some developers advocate
that the development of DL systems should get inspira-
tion from traditional software development, such as intro-
ducing continuous integration and deployment (CI/CD) to
document each version of the model, helping effectively pre-
vent regression faults:

“In DL systems, updates are not limited to code but also
include data sets and test sets. So, every time we make a
change, we should conduct regression testing through the
CI/CD process. This way, we can be sure that our new version
of the DL model is regression-free.” - P20

Similarly, some other developers have voiced the need for
better data version control. They emphasize that one of the
key differences between DL systems and traditional software
systems is that they not only involve the management of code
versions but also involve the management of data versions.
Therefore, strict management and backup strategies need to
be implemented for both code and data to ensure the ability
to reproduce models:

“We not only need to track the history of code changes to
ensure that we can roll back to previous versions or merge
changes from different developers, but we also need to pay
special attention to the recording of data versions, including
data cleaning methods, data labels, and test cases, to maintain
the accuracy, integrity, and consistency of data.” - P2

V. DISCUSSION

A. Findings Comparison with Exiting Work

In Section II, we introduced related DL Testing work.
They primarily focus on academic issues (e.g., generating
tests to maximize coverage), paying less attention to the
practical needs of industry. Moreover, they often overlook the
critical context of testing evolving DL systems. For instance,
Marjin et al. [41] mentions testing challenges, i.e., large input
space, oracle absence, and high white-box testing efforts,
through literature reviewing. In contrast, our study, from a
practitioner perspective, reveals that developers primarily face
regression faults, online-offline differences, and the cost of
continuously collecting reliable tests. These findings differ
significantly from those reported in existing academic work.
Specifically, Amershi et al. [17] primarily concludes with one
solution about automatically creating test sets for DL systems.
However, our solutions offer a more detailed perspective on
testing, encompassing five categories, including strategies for
mitigating regression faults. Compared with existing works,
we are the first to give a comprehensive overview of DL
Testing covering challenges, solutions, and support.

B. Differences Between Testing DL and non-DL Software

DL systems evolve differently from non-DL software, in-
volving more changes at feature/data/workflow levels rather
than at the code level. They are data-driven and hard to
interpret. Specifically: Regarding challenges, DL systems
require more test data. The difficulty in collecting reliable
test data differs from that of non-DL software. Since DL
systems are hard to interpret, exploring effective ways to
understand black-box decision-making to facilitate testing
is challenging. Regarding solutions, developers acknowledge
the difficulty in avoiding all regression faults. Consequently,
they set acceptable thresholds based on the importance of
requirements to protect important functionalities. Additionally,
they use LLM to assist labeling to reduce labeling costs,
which is uncommon in non-DL software. Regarding support,
DL faults and their root causes differ from those in non-
DL software. Therefore, developers need more specific testing
and debugging approaches for DL systems. Additionally, to
collect enough tests, developers require better teams, tools,
and working processes for labeling, whereas non-DL software
often does not have such concerns.

C. Implications for Researchers

The DL testing and debugging approaches are not
generally used in industry. The reluctance of developers to
adopt DL testing approaches from academia primarily stems
from their perception of these methods as immature.
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There are a few concerns: First, there are hurdles in utilizing
the tools themselves due to various reasons. For example,
these tools lack comprehensive documentation (P4) and proper
logging (P11). Additionally, the tools are not kept up-to-date
or seamlessly integrated into existing platforms (P4), further
hindering their adoption. Second, developers are uncertain
about the effectiveness of these academic approaches in real-
world scenarios. This stems from the fact that researchers often
do not have the resources to conduct evaluations in industry,
leading to a gap in demonstrating their applicability and impact
in real-world scenarios. Consequently, we urge researchers to
consider conducting comprehensive comparisons with industry
tools in more realistic settings if possible. Separately, another
area of concern revolves around debugging tools, mentioned
by 63% of participants. These developers refrain from using
available tools for two primary reasons: first, they are unsure of
their effectiveness (P7), and second, they fear that these tools
may cause unpredictable side effects, e.g., overfitting offline
test sets or generated data and hurting other properties, limiting
their usefulness in fixing practical faults (P12).

Opportunities in regression testing for DL systems.
Regression faults are often overlooked in the development
of DL systems. As the field evolves at an ever-increasing
pace, it is particularly important to reduce the occurrence
of regression faults during DL system evolution. Currently,
regression faults can be roughly divided into two categories:
erroneous predictions on some individual test cases and per-
formance degradation on certain functions. Regression faults
on individual test cases are difficult to avoid, and in key areas
such as healthcare, politics, law, and security, it is particularly
critical to avoid regression faults on individual test cases,
as these errors may lead to serious consequences (P21 and
P8). In industrial practice, performance degradation is more
common, and developers need to ensure that core functions
are not affected after evolution. For example, in the field of
autonomous driving, the accuracy of vehicle recognition is
more important than that of tree recognition (P22), and the
accuracy of common scenarios is more important than rare
scenarios (P1). How to achieve a balance between different
functions remains a major challenge in the industry.

With the development of DL systems, from simple small
models to complex LLM, the evolution speed and types
have shown a significant growing trend. While data evolution

(P3), model structure evolution (P2), and feature evolution
(P21) are common evolution types traditionally, more complex
evolution scenarios have emerged. For example, there are
innovative workflows in the field of LLM such as Retrieval-
Augmented Generation (RAG) [55] and Low-Rank Adaptation
of Large Language Models (LoRA) [56] (P16). Introducing
new agents (e.g., agents for optimizing prompts for follow-up
prediction processes) in the workflow to further improve model
performance is becoming increasingly popular (P18). Due to
different evolution methods, the causes of regression faults
become more diverse, e.g., the faults caused by model structure
evolution and data evolution might be entirely different. It
is essential to understand these root causes to improve the
effectiveness of testing, fault localization, and model fixing.

In short, such frequent and complex evolution has brought
new opportunities for researchers. Future research could focus
on: 1) how to ensure that important functions and individual
test cases are not harmed during evolution; 2) how to effec-
tively disentangle different components of DL systems and
quickly diagnose the issues behind regression faults, and 3)
how to identify evolution-relevant test cases among a large
number of test cases for improving testing efficiency.

Opportunities in augmenting interpretation with DL
testing. The black-box nature of DL often forces developers
to rely heavily on end-to-end black-box testing due to the
difficulty in comprehending the semantics of complex tensors.
Despite the existence of interpretation methods (e.g., Grad-
CAM [57]) and tools (e.g., CNN Explainer [58]), there are
limited efforts to use them to facilitate testing. One key reason
is the challenge of effectively using these tools to improve test
effectiveness, as the impact of interpretability metrics on test
adequacy and error detection capabilities has not been well-
studied. Using interpretability metrics can help practitioners
better understand the changes in the decision-making process
of DL systems and derive more targeted and effective testing
strategies. Moreover, we need to lower the bar for using such
tools as much as possible. Providing users with exhaustive
documentation, error logs, and practical usage examples can
significantly enhance the user-friendliness of these tools and
increase their accessibility to a broader range of developers.

D. Key Takeaways for Industry Practitioners
The testing framework for evolving DL systems. To

enhance testing effectiveness, we present a practical testing



framework (Fig. 2) integrating the insights from the interviews.
First, during the training phase, developers should consider

conducting unit testing, including comparing the model with
its previous version regarding the performance on specific
epochs, to ensure the training effectiveness (P8, P15). Upon
successful training, regression testing should be conducted to
identify any potential regression faults, followed by perfor-
mance testing (P2), acceptance testing (P19), and essential
offline testing to effectively guarantee the model’s quality.
After deployment, developers should embark on online testing,
specifically A/B testing (P15), to assess the model’s real-world
performance. If the model passes the A/B test, it can be safely
updated. However, ongoing monitoring of online performance
(P11) and user feedback (P3) remains crucial. If the DL model
fails any testing phase, the failures should be reported to
the developers for debugging (P8), and the system should
roll back to its most recent stable version (P18) to maintain
operational integrity. This framework is in its early stages,
requiring further studies to enrich and verify it, ultimately
guiding future recommendations for practitioners. Our study
lays a crucial foundation for such endeavors.

Different kinds of regression testing frameworks. In
traditional software, regression testing tends to reuse test
cases. However, in DL, test cases should be updated due to
differences between online deployment and offline training.
Generally, the frequency of test case updates varies depending
on the difficulty of collecting and labeling new test cases.
For example, in the medical field, it is difficult to collect
test cases, so there is little updating of test cases (P21); in
recommendation systems, due to the huge amount of avail-
able data, the developers basically always use the latest test
cases and even need sampling to complete the entire testing
(P15). For most common tasks, it is necessary to gradually
accumulate new test cases (P16) or replace existing test cases
with new ones (P6). Industrial developers can choose different
regression testing case update strategies, including deciding
how to discard outdated test cases and continue to label test
cases in regression scenarios, based on business requirements.

VI. THREATS TO VALIDITY

Threats to construct validity concern the relationship be-
tween theory and observation. The years of experience could
impact how developers view the challenges and the strategies
they would propose. We have invited participants with a wide
range of experience. However, we acknowledge that potential
bias might be introduced given the very different backgrounds
of the participants in the interviews. Another threat is related
to the design of interview questions, namely if the questions
could guide developers to provide meaningful insights. To
ensure that the responses could answer our research questions,
we conducted a pilot study with three participants and refined
the interview questions based on their responses.

Threats to internal validity concerns the selection bias in
this study and the subjectiveness of the authors during the
interview and coding processes. For the prior issue, due to
privacy concerns, not all participants accepted our interview

invitations. Therefore, we might miss out on some insights
directly impacting the interests of the companies. This is
inevitable in such studies. For the latter issue, there is a
possibility that the authors might misinterpret the responses
of participants. To mitigate this issue, two people indepen-
dently coded the transcripts and discussed the conflicts until
a consensus was reached. To avoid imposing our opinions on
developers during the interviews, we thoroughly explained the
goal of our study and asked for clarifications when we were not
entirely sure what the participants meant to better understand
the perspectives of the participants.

Threats to external validity concern the generalizability of
our findings. We recruited 22 DL developers, which might
not represent the whole DL software community. However,
these developers are from companies of different sizes and
sectors in various countries, and they work on different tasks in
different roles. This to a certain extent mitigates the threats to
generalizability. We acknowledge that our participants are pre-
dominantly from medium to large companies, with a smaller
representation from small companies. This is partly due to
difficulties in reaching out experts who are both experienced
in DL system evolution and in DL system testing. It is worth
noting that not all companies have specific testers for DL
systems, especially small companies. However, we believe
that the numerous challenges presented in this paper are also
frequently encountered by practitioners in small companies.
Solutions presented, along with real-world examples from
other practitioners, may serve as a learning resource and
inspire innovative solutions among them.

VII. CONCLUSION

Testing evolving DL systems has been challenging in prac-
tice. To provide insights on how developers can effectively test
their DL systems along with system evolution, we conducted a
semi-structured interview with 22 DL developers to understand
the challenges they face, propose practical solutions to these
challenges, and reveal future research and practical opportu-
nities for better testing support.

Our results, accompanied by real industry examples, can
serve as a reference for developers when testing evolving DL
systems. Our future work will focus on converting the insights
gained from interviews to concrete approaches and tools that
could benefit developers in real-world industrial scenarios.
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